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V. CONCLUSION

In summary, the variance of the additive noise is illustrated to be a helpful feature to model the performance of various speech enhancement algorithms. The proposed method is shown to be effective in reducing the noise level in speech signals. Further, the method can be extended to other applications where the variance of the noise is a critical parameter.
necessary to know a priori the white noise variance \[\text{[1]}.\] Similarly, some of the spectral estimation methods for noisy signals \[\text{[2]}\] require a priori knowledge of the noise variance.

In the speech enhancement literature \[\text{[1]}\], the white noise variance is estimated from the preceding silent portions of speech. However, this method which will be referred hereafter as the conventional method has two major drawbacks. First, detection of silent segments of speech is a difficult problem. When speech is noisy with signal-to-noise ratio (SNR) as low as 0 dB or lower, it becomes almost impossible to detect these silent segments. Second, the noise variance estimated from the preceding silent segments can be used in the processing of the present speech segment only when the noise is stationary in nature. However, in practice, it might be varying with time and the noise-variance estimate from the preceding silent segments may not give good results for the present segment. In this correspondence, we propose a method for estimating the noise variance. This method estimates the noise variance from the same segment of the noisy signal which is available for processing.

II. Noise-Variance Estimation Method

In this section, we describe the method of estimating noise variance from the given segment of the noisy signal. Let the noisy signal to be analyzed be

\[y(n) = x(n) + v(n), \quad n = 1, 2, \ldots, N,\]  \hspace{1cm} (1)

where \([x(n)]\) is the uncorrupted signal and \([v(n)]\) is the zero-mean white noise of variance \(\sigma_v^2\). The aim here is to estimate the noise variance \(\sigma_v^2\), from the observed noisy signal \([y(n)]\).

In order to solve this problem, we assume that the uncorrupted signal \([x(n)]\) follows the \(p\)-th order AR model

\[H(z) = 1 \left[1 + \sum_{i=1}^{p} a_i z^{-i}\right],\]  \hspace{1cm} (2)

whose parameters \([a_i]\) satisfy the following set of Yule–Walker equations:

\[\sum_{k=1}^{\infty} R_x(|i-k|) = -R_x(i), \quad i > 0,\]  \hspace{1cm} (3)

where \([R_x(i)]\) are the autocorrelation coefficients of the uncorrupted signal \([x(n)]\).

Since the additive noise \([v(n)]\) is white, the autocorrelation coefficients \([R_x(i)]\) of the uncorrupted signal \([x(n)]\) are related to the autocorrelation coefficients \([R_y(i)]\) of the noisy signal \([y(n)]\) as follows:

\[R_x(0) = R_x(0) - \sigma_v^2,\]  \hspace{1cm} (4)

and

\[R_x(i) = R_y(i), \quad |i| > 0.\]  \hspace{1cm} (5)

With these preliminaries, we now present a three-step procedure for estimating the noise variance \(\sigma_v^2\). These steps are outlined below.

**Step 1:** From the observed (noisy) signal \([y(n)]\), compute the unbiased estimates of the autocorrelation coefficients \(\hat{R}_x(i), i = 0, 1, \ldots, p + q, \) where \(q > p\).

**Step 2:** Compute the least-squares estimate of AR coefficients by using the Cadzow’s method \[\text{[3]}\] from the \(q(>p)\) high-order Yule–Walker equations \([i = p + 1, p + 2, \ldots, p + q \text{ in } (3)]\).

**Step 3:** Use the AR coefficients obtained from Step 2 and compute the least-squares estimate of the noise variance from the overdetermined set of \(p\) low-order Yule–Walker equations \([i = 1, 2, \ldots, p \text{ in } (3)]\). This is given by

\[\hat{\sigma}_v^2 = \left[\sum_{i=1}^{p} a_i \hat{R}_x(i) + \sum_{i=1}^{p} a_i \hat{R}_y(|i-k|)\right] / \sum_{i=1}^{p} a_i^2.\]  \hspace{1cm} (6)

III. RESULTS

The noise-variance estimation method has been tried out on a number of examples of noisy AR signals, and its performance is found to be close to Cramer–Rao lower bound for signal-to-noise ratios (SNR’s) as low as 0 dB. Here, we apply the noise-variance estimation method for speech enhancement and study its performance for stationary as well as nonstationary noise conditions. The spectrum subtraction method \[\text{[4]}\] is used in the present study for speech enhancement.

A. Speech Enhancement Results for Stationary White Noise

Here, we study the speech enhancement performance of the present noise-variance estimation method for the speech signal corrupted by the addition of stationary white Gaussian noise. We compare the speech enhancement results of this method to those obtained using the ideal noise variance estimates. Continuous speech data of 15-s duration (consisting of 4 English sentences of 4 male and female speakers) is used in the present study.

Speech enhancement performance of the noise-variance estimation method is studied for input SNR values ranging from -10 dB to 15 dB with segment duration = 32 ms, segment overlap = 16 ms, \(p = 10\), and \(q = 15\). SNR improvement results are shown in Fig. 1. It can be seen from this figure that the present method of noise-variance estimation results in an improvement in SNR for all the input SNR values. For example, for noisy speech with input SNR = 0 dB, this method results in an SNR improvement of 7.4 dB. It can also be seen from Fig. 1 that the results from the present method are inferior to those obtained with the ideal noise-variance estimates by only 0.4 dB. Subjective listening of the output speech has also shown that the present method improves the quality of speech for all input SNR values and there is no audible difference between the output speech obtained through the present noise-variance estimation method and that obtained with the ideal noise variance estimates.

B. Speech Enhancement Results for Nonstationary White Noise

Here, we study the speech enhancement performance of the present noise-variance estimation method for the speech signal corrupted by the addition of nonstationary white Gaussian noise. We compare its performance to that of the conventional method \[\text{[1]}\] which computes the noise variance from the silent intervals preceding the speech segments.

In order to generate noisy speech with nonstationary white Gaussian noise, the noise variance \(\sigma_v^2\) is first calculated to get the
desired input SNR. The speech data are then corrupted by the addition of zero-mean white Gaussian noise whose variance varies linearly with time with the variance being \((1 - g) \sigma^2_s\) at the beginning and \((1 + g) \sigma^2_s\) at the end of the speech data. The parameter \(g\) defines here the measure of nonstationarity of the white noise process and will be referred to as the "nonstationarity index." Here, we study the noise-variance estimation method for input SNR = 0 dB and evaluate its speech enhancement performance as a function of nonstationarity index. The SNR results for this method are shown in Fig. 2. It can be seen from this figure that as the nonstationarity of the additive white noise process increases, performance of the conventional method deteriorates; while that of the present method remains steady throughout. For the nonstationarity index \(g\) equal to 0.9, the present method of noise-variance estimation gives an advantage of about 5 dB in output SNR. Subjective listening of the output speech also confirms these observations.

IV. Conclusion

In this correspondence, a noise-variance estimation method is proposed. This method is applied to the problem of speech enhancement where the spectrum subtraction scheme [4] is used. Speech enhancement performance of this method is studied for speech corrupted by stationary as well as nonstationary additive white Gaussian noise processes and encouraging results are obtained. This method has also been applied to the problem of spectral estimation for noisy AR signals and the results are reported elsewhere [5].
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An Iterative Algorithm for Power Spectrum Estimation in the Maximum Entropy Method
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Abstract—The maximum entropy method (MEM) is a nonlinear method of power spectrum estimation (PSE). It is well known that two forms of entropy are widely in use:

\[
H_1 = \int \log S(f) \, df \quad \text{(continuous)}
\]

or

\[
H_1 = \sum \log S(j) \quad \text{(discrete)}
\]

(1)

(for the details of derivation, see [1] and [2]), and

\[
H_2 = - \int S(f) \log S(f) \, df
\]

or

\[
H_2 = - \sum S(j) \log S(j)
\]

(2)

(for details, see [3]), where \(S\) is the estimated spectrum, \(f\) is the frequency normalized to \([0, 1]\), and the operator \(\log\) stands for the natural logarithm.

For MEM1 (MEM with \(H_1\)), an explicit solution exists only in the one-dimensional (1-D) case [1], [2]. Lim and Mallik [4] presented an iterative algorithm which can be used in the two-dimensional (2-D) case as well as in the 1-D case. The situation in MEM2 (MEM with \(H_2\)) is much more difficult. Even in the 1-D case, an explicit solution can be determined only after imposing strong conditions (real, causal, and minimum-phase) on the signal [5]. It is otherwise inevitable to use implicit solutions. In this correspondence we present an iterative algorithm in MEM2, which does not require conditions such as causality, minimum-phase, etc., and can be used for any dimensionality.

I. STATEMENT OF THE MEM2 PROBLEM

The PSE problem in MEM2, with the uniformly sampled autocorrelation function (ACF) being known, can be stated as follows [6].

Given the ACF \(R(n), n \in D\), estimate the spectrum \(S(j)\) such that

1) the constraints

\[
R(n) = IFT[S(j)] \quad \text{for } n \in D
\]

(3)

are satisfied, where \(IFT\) stands for the inverse Fourier transform, and

2) the Lagrange undetermined multiplier (LUM)

\[
\lambda^*_n = \begin{cases} 0, & n \in D; \\ \lambda^*_n, & \text{otherwise} \end{cases}
\]

(4a)

where

\[
\lambda^*_n = \lambda_{-n} = \frac{\delta_n}{\lambda^*} + IFT[\log S(j)]
\]

\[
= \delta_n + IFT[\log FT[R(n)]]
\]

(4b)

(* denotes complex conjugate). The spectrum

\[
S(j) = \exp \left\{ -1 + IFT[\lambda^*] \right\}
\]

(5)
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